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Frequency analysis of extreme scour depths at bridge piers and their contribution to 
bridge collapse risk
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ABSTRACT
Bridge failures due to scour occur more frequently than expected, although bridge design 
considers conservative scenarios, evidencing a stochastic scour behaviour and the need for improvements 
in current design procedures. In this paper, a new method for determination of design local scour depth at 
bridge piers is proposed. The results show that peaks-over-threshold series are better suited than annual- 
maximum series of maximum scour depths for frequency analysis. Extreme scour depths follow the heavy- 
tailed Cauchy distribution. Scour depths with a 100-year return period resulted in 22 to 202% of the equilibrium 
scour depth currently used in design, evidencing the need for a different criterion to select the design scour 
depth. The proposed method computes the design local scour depth based on its probability of occurrence, 
introducing a novel probabilistic approach in bridge design for enhanced infrastructure risk management 
compatible with multi-hazard analysis.

ARTICLE HISTORY 
Received 5 January 2022  
Accepted 5 August 2022  

EDITOR 
A. Castellarin 

ASSOCIATE EDITOR 
A. Domeneghetti

KEYWORDS 
extreme pier scour depths; 
floods; Cauchy distribution; 
risk management

1 Introduction

Local scour at bridge piers is an unsteady process controlled by 
non-linear relationships between the fluid, the flow, the pier, and 
the river sediments (Breusers et al. 1977, Raudkivi 1986, Dargahi 
1990). In particular, the complex interplay between scouring and 
sediment deposition produces a high variation over time of the 
scour depth and bed level at piers (Lu et al. 2008, Hong et al. 2016, 
Link et al. 2020, Pizarro et al. 2020, Lee et al. 2021). The scour 
depth controls the hydraulic design of a bridge, and thus the 
estimation of its extreme maximum values is crucial for bridge 
safety. In practice, design schemes are based on enveloping 
curves, where design scour depth is considered the maximum 
scour depth caused by an extreme flood discharge, typically 
a discharge associated with a return period of 100 or 200 years, 
which is assumed to act on the streambed for the time period 
needed to achieve equilibrium scour. Such design approaches 
were adopted by, for example, Melville and Coleman (2000), 
MOP (2000), Arneson et al. (2012), and DWA (2020), and lead 
to good safety conditions (see e.g. Shahriar et al. 2021), even 
though scour-induced bridge failures occur more frequently 
than expected, under considerably scattered flood peak events 
(Wardhana and Hadipriono 2003, Cook et al. 2015, Tubaldi 
et al. 2017, Manfreda et al. 2018), evidencing a stochastic beha
viour of scouring and the need for a different design approach.

Briaud et al. (2007) applied the SRICOS-EFA method of 
Briaud et al. (2004) to predict the scour depth versus time over 
the period of interest. As the SRICOS-EFA method does 
not consider sediment deposition, scour increased continuously 
until the end of the specified period, which is unrealistic in many 
cases such as during the falling limb of flood hydrographs. 

Hydrological uncertainty was introduced in computing final 
scour depth for thousands of equally likely hydrographs, and 
the probability that a chosen scour depth will be exceeded was 
obtained from the final scour depth distribution. Manfreda et al. 
(2018) derived a probability distribution of scour depth, using 
simplified hydrographs of rectangular shape that produced 
a work on the scoured streambed equivalent to that produced 
by more realistic hydrographs. Scour depth was computed using 
the bridge–pier scour entropic (BRISENT) model by Pizarro 
et al. (2017), which – like the SRICOS-EFA method (Briaud 
et al. 2004, 2007) – does not consider sediment deposition, thus 
leading to unrealistic time histories of scour in cases where 
refilling of the scour hole occurs.

Recent advances in scour research allow a precise computa
tion of the time-dependent scour depth during floods (Borghei 
et al. 2012, López et al. 2014, Link et al. 2017) and the effects of 
sediment deposition on scour, especially during the falling 
limb of floods (Link et al. 2020, Flores-Vidriales et al. 2022), 
opening the possibility of a physically based approach for 
accurate computation of time-dependent scour depth.

Important research questions need to be answered for 
a probabilistic approach to estimate design scour depth. For 
example: Are annual maximum or partial duration series of 
extreme local scour depths better suited for frequency analysis 
of local scour? How are extreme scour depths distributed? 
What is the return period of equilibrium scour depth currently 
used in bridge design? What is the risk of bridge failure due to 
exceedance of a given design scour depth? A probabilistic 
approach for estimation of design scour depth would allow 
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more accurate bridge design and maintenance, increasing 
bridges’ safety during their service life.

In this work, time series of scour at bridge piers are 
computed considering time-dependent local scour and sedi
ment deposition. A frequency analysis of maximum scour 
depths considering peaks-over-threshold series (POT) and 
annual-maximum (AMAX) series is performed to obtain the 
probability density function of maximum scour depth. The 
design scour depth is determined from a frequency analysis 
for a given return period corresponding to an associated risk 
of bridge failure. The proposed new design philosophy is 
discussed in the contexts of improvement of bridge safety, 
bridge monitoring and maintenance.

The rest of this paper is organized as follows. Section 2 
presents materials and methods including the study bridges, 
the generation of time-dependent scour depth, the selection 
of extreme value series and the best-fitting probability den
sity function (PDF), as well as the computation of return 
period and risk of bridge failure. Section 3 presents an 
analysis of the obtained results, and section 4 presents 
a discussion of the proposed new design philosophy and 

recommendations to improve bridge design, monitoring 
and maintenance.

2 Materials and methods

2.1 Study bridges

Ten bridges located in Chile, between latitudes 36°32’ and 40° 
45’S and longitudes 72°5’ and 72°58’W, were considered in the 
present study, to cover a wide range of field conditions regard
ing flow, sediment and bridge pier geometry. Figure 1 shows 
the locations of the study bridges. Table 1 presents the main 
properties of the study bridges.

Sediment gradation curves were obtained from samples 
taken at each bridge site according to American Society for 
Testing and Materials (ASTM) sampling standards (ASTM 
2017, 2018, 2019). Figure 2 shows the sieve curves for the 
riverbed sediments at the study bridges. A wide range of 
sediments were present at the different study bridges, varying 
from very fine sand to cobbles.

Figure 1. Locations of the study bridges.
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2.2 Streamflow data

Time series of streamflow were obtained from gauges (stream
flow gauges, SFGs) close to the study bridges. SFGs are admini
strated by the National Water Agency (DGA 2021). Table 2 
presents the available SFG for each bridge. Figure 3 shows the 
daily records for each SFG. Flow series present different record 
periods and numerous information gaps of various length. To 
fill the gaps in the daily mean discharge series a number of 
techniques are available, which vary from simple interpolation 
to models and complex statistical analysis (Gyau-Boakye and 
Schultz 1994). Harvey et al. (2012) distinguished six classes of 
methods according to their mathematical complexity, namely 
manual inference, serial interpolation techniques, scaling fac
tors, equipercentile techniques, linear regression, and 

hydrological modelling. Further, a number of machine learning 
methods have been applied to infill missing flow data, including 
artificial neuronal networks (e.g. Mwale et al. 2012, Kim et al. 
2015, Ben Aissia et al. 2017, Vega-García et al. 2019), random 
forest models (Breiman 2001, Stekhoven and Bühlmann 2012) 
and stochastic non-parametric methods such as direct sampling 
(Dembélé et al. 2019). Advantages of missForest models over 
other alternatives for infilling daily streamflow data are: (1) they 
can quickly handle large amounts of data and the missing data 
imputation is unsupervised and automatic, avoiding the deter
mination of predictor stations (Sidibe et al. 2018); (2) they can 
handle multiple data gaps in the series (Tang and Ishwaran 
2017); (3) they are easy to implement in computational lan
guages such as R, as they do not require initial setting and 

Table 1. Main properties of the study bridges.

No. Bridge Lat. Long. Type Age Pier diameter (m) Watershed area (km2) Pier shape

1 Ñuble 36°32ʹS 72°5ʹW Railway 97 2.5 2973 Cylindrical
2 Biobío 36°49ʹS 73°5ʹW Railway 130 0.4 21217 Cylindrical
3 Renaico 37°40ʹS 72°35ʹW Railway 88 4.1 1493 Round nose
4 Donguil 39°7ʹS 72°40ʹW Railway 115 2.8 739 Cylindrical
5 Ciruelos 39°29ʹS 72°48ʹW Railway 111 2.7 1635 Cylindrical
6 Leficahue 39°27ʹS 72°47ʹW Railway 111 2.5 648 Cylindrical
7 Bueno 40°19ʹS 73°6ʹW Railway 138 2.5 4483 Cylindrical
8 Rahue 40°37ʹS 73°10ʹW Railway 114 2.5 2124 Cylindrical
9 Forrahue 40°48ʹS 73°12ʹW Railway 111 4.2 200 Rectangular
10 Cancura 40°45ʹS 72°58ʹW Highway 43 2.0 1837 Complex

Figure 2. Sieve curves of the riverbed sediments at the study bridges.

Table 2. Streamflow gauges (SFG).

ID Bridge SFG code Lat. (S) Long. (W) Record period Altitude (m.a.s.l.)

1 Ñuble 8115 001-K 36°33’00” 72°05’60” 1956–1982 107
2 Biobio 8394 001-8 36°50’16” 73°03’41” 1970–2020 16
3 Renaico 8342 001-4 37°50’41” 72°23’27” 1982–2019 135
4 Donguil 9434 001-2 39°07’03” 72°40’44” 1947–2019 85
5 Ciruelos 10134 001-5 39°33’12” 72°54’02” 1969–2020 60
6 Leficahue 10134 001-5 39°33’12” 72°54’02” 1969–2020 60
7 Bueno 10311 001-7 40°19’43” 72°57’27” 1926–2019 45
8 Rahue 10344 003-3 40°38’00” 73°10’53” 2008–2020 40
9 Forrahue 10344 004-1 40°42’21” 73°01’08” 2008–2020 50
10 Cancura 10363 002-9 40°54’16” 73°07’54” 1991–2019 117
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calibration of parameters (Muñoz et al. 2018); and (4) they 
achieve competitive predictive performance and are computa
tionally efficient, making them suitable for real-world predic
tion tasks (Sidibe et al. 2018). Arriagada et al. (2021) showed 
that missForest allows a precise and reliable simulation of the 
missing data quickly and automatically. Thus, complete series 
of daily mean flows were generated for the period 1970 to 2016 
applying the missForest machine learning algorithm as pro
posed by Arriagada et al. (2021).

2.3 Flow velocity and flow depth computation

Rating curves relating the flow velocity and depth with the 
river discharge as well as the relationship of the Froude and 
densimetric Froude numbers with the discharge were com
puted with the one-dimensional hydraulic model Hydrologic 
Engineering Center’s River Analysis System (HEC-RAS) 5.0.7. 
For the simulations, digital elevation models were obtained 
from topographic and bathymetric surveys conducted by 
Empresa de Ferrocarriles del Estado (EFE) (2020). The 
Manning roughness coefficient was estimated using the 
Strickler equation and Cowan method described in Chow 
(1994). Flow properties were evaluated for discharges covering 
the range of the hydrograph for the study period at each site. 
Figure 4 shows the digital elevation models with estimated 
Manning’s roughness coefficient, the bridge section view, and 
obtained curves of flow velocity, depth, Froude number and 
densimetric Froude number over the discharge for the study 
bridges.

2.4 Time-dependent scour and deposition at bridge piers

The time-dependent local scour depth at bridge piers was com
puted with the dimensionless effective flow work (DFW) model, 
by Pizarro et al. (2017) and Link et al. (2020). The mathematical 
definition of the dimensionless effective flow work W� is: 

W� ¼

ðtend

0

Fr3
duef

zR
δdt 1ð Þ (1) 

where Frd ¼ uef =
ffiffiffiffiffiffiffiffiffiffi
ρ0gds

p
is the densimetric Froude number, 

uef ¼ u � ucs is the excess velocity above the incipient scour 
condition ucs ¼ 0:5ucð Þ, u is the average flow velocity, uc is the 
critical velocity for the inception of sediment motion at the 
undisturbed bed, zR ¼ D2=2ds is a reference length, D is the 
pier diameter, ds is the representative sediment particle dia
meter (e.g. d50), tend is a considered time for analysis purposes 
(e.g. hydrograph duration for event-scale analysis), and δ is the 
delta Dirac function, 

δ ¼ 0 u=ucs < 1:0
1 u=ucs � 1:0

�

(2) 

The DFW model uses a three-parameter exponential relation
ship between W� and the normalized scour depth Z� ¼ zs=zRð Þ

which is reported in Equation (3): 

Z� ¼ c1 1 � exp � c2Wc3ð Þð Þ; (3) 

where zs is the dimensional scour depth, whereas c1, c2, and c3 
are model coefficients. It is worth noting that c1 corresponds to 
the dimensionless equilibrium scour depth: 

c1 ¼ Z�eq ¼ zeq
2ds

D2

� �

; (4) 

The equilibrium scour depth, zeq, was computed with the scour 
equation of Sheppard et al. (2014): 

zeq

a�
¼ 2:5f1f2f3; 0:4 �

u
uc
< 1:0 (5) 

f1 ¼ tanh
h
a�

� �0:4
" #

; (6) 

Figure 3. Available and missing data in the data records from the nine streamflow gauges.
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f2 ¼ 1 � 1:2 ln
u
uc

� �� �2
( )

; (7) 

f3 ¼

a�
ds

� �

0:4 a�
ds

� �1:2
þ 10:6 a�

ds

� �� 0:13

2

6
4

3

7
5; (8) 

where Z�eq is the dimensionless equilibrium scour depth, zeq is 
the dimensional equilibrium scour depth, a� ¼ Ksap

� �
is the 

effective diameter of the pier, Ks is the shape factor, ap is the 
projected width of the pier, and h is the flow depth. Besides, uc 
was computed following Zanke’s equation (Zanke 1977): 

uc ¼ 1:4
ffiffiffiffiffiffiffiffiffiffi
ρ0gds

p
þ 10:5ν=ds

� �
: (9) 

On the other side, c2 and c3 can take values according to 
geometrical, flow, and sediment properties. Sediment deposi
tion refers herein to the process of refilling the scour hole. 
Deposition occurs when the sediment supply rate of sediment 
particles into the scour hole is greater than the local sediment 
transport capacity: 

zd i½ � ¼
0; �g�s i� 1;j½ �

� g�s i;j½ �
α

ρs 1� pð Þ

Pn
j¼1

�g�i� 1;j½ �
� g�i;j½ �

zi� 1

� �
Δt; �g�s i� 1;j½ �

> g�s i;j½ �

(

(10) 

where zd i½ � is the sediment deposition depth, j is a counter for 
the considered sediment sizes in the sieve curve and i reports 
the discrete-time instant, p is the riverbed porosity, g�s is the 
sediment transport capacity, �g�s is the sediment supply rate, 
and α and � are calibration parameters. It is worth noting that �
is an exceedance sediment supply coefficient, whereas the final 
scour depth – considering both the erosive and refilling pro
cesses – at each temporal instant i, was computed as z i½ � ¼

zs i½ � � zd i½ � and W�
i½ � ¼W�

s i½ �
� ΔW�

d i½ �
(note that the subscripts 

“s” and “d” are used for scour and deposition, respectively). 
Finally, g�s was estimated using the Meyer-Peter and Müller 
equation (Meyer-Peter and Müller 1948): 

g�s ¼ 8ρs ρ0gd3
s

� �0:5 CR

C0R

� �1:5

Θ � Θc

" #1:5

(11) 

where CR is the total Chézy coefficient due to effective bed 
roughness ks ( ¼ 18log 12h=ksð Þ), C0R is the Chézy coefficient 

Figure 4. Digital elevation models with Manning’s roughness coefficient, side view of bridges, rating curves and relations between Froude and densimetric Froude over 
discharge for the study bridges.
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due to particle roughness d90 ( ¼ 18log 12h=d90ð Þ), and Θ and 
Θc are the Shields and threshold Shields parameters. Table 3 
shows the parameters for computation of time-dependent 
pier scour depth with the DFW model at the study bridges. 
Model formulation considers the possibility that deposition is 
higher than scour, producing negative values of the bed level, 
which corresponds well with the physics. However, to be 
conservative in the analysis of extreme scour values we lim
ited the minimum value of the bed level to zero, as values over 
the original bed level might involve other complex sediment 
transport processes such as migrating bedforms that are not 
represented in the model. However, the effect of this limita
tion on the extreme scour depths series is small.

2.5 Extreme scour depth series

A main issue to be tackled for the frequency analysis of 
extreme maximum scour depths is the selection of values 
used to build the time series of extreme values. Following 
Cunnane (1973), two time series commonly used in flood 
frequency analysis were evaluated, namely POT and AMAX. 
For a POT series a threshold value was established for the 
choice of the magnitudes of the local scour (a value per year 
that exceeds the limit value) following the methodology pro
posed by Lang et al. (1999). As a general rule, a minimum of 30 
data points were established on the threshold value for the 
frequency analysis of the local scour, as scour at piers varies 
with streamflow and thus it is practical to adopt the same 
record length for frequency analysis of both extreme values, 
floods and scour. In this regard, several studies analysed the 
effect of record length on the accuracy of frequency analysis 
results (Kobierska et al. 2017, Yan et al. 2021). For example, 

Stedinger et al. (1993) recommended a record length of 
30 years for flood frequency analysis. Similarly, Li et al. 
(2018) showed that a 30-year hydrological sample size in 
water resources management is sufficient for hydrological 
design. The best series for frequency analysis was selected 
according to the efficiency: 

E ¼
var Zs Tð ÞAMAX
� �

var Zs Tð ÞPOT
� � (12) 

where E is efficiency, var is the variance, and Zs Tð Þ is the local 
scour depth corresponding to a return period of T years. 
Efficiencies where E > 1 suggest the POT series is better, 
E < 1 suggest the AMAX series is better, and E = 1 suggest 
that both series are equally good for frequency analysis.

2.6 Distribution of extreme local scour depths

The maximum likelihood method was applied to fit probability 
distributions representing the series of extreme maximum 
scour depths. Table 4 shows the cumulative probability dis
tribution functions for analysis.

The goodness of fit was determined for each probability 
distribution using the Kolmogorov-Smirnov (KS), χ2, and 
Anderson-Darling (AD) tests with a significance level of 0.05, 
and the coefficient of determination (r2), the Akaike informa
tion criterion (AIC), and the minimum value of Bayesian infor
mation criterion (BIC), as shown in Table 5, where n is the 
sample size, F xð Þ is the theoretical cumulative distribution func
tion, Fn xð Þ is the empirical cumulative distribution function, k is 
the class intervals, Oi is the observed absolute frequency and Ei is 
the theoretical frequency in interval i, sup is the largest absolute 
difference, ŷi is the fitted value, �y is the mean, yi is the observed 

Table 3. Parameters of the DFW model for the study bridges.

� α c1 c2 c3 D50 mmð Þ D90 mmð Þ D mð Þ S

Ñuble 4.0 0.00020 0.0800 0.031 0.23 50.0 163.6 2.5 0.0020
Biobío 2.5 0.00020 0.0100 0.010 0.37 0.92 3.200 0.3 0.0002
Renaico 2.5 0.00020 0.0120 0.040 0.27 20.0 47.49 4.1 0.0029
Donguil 2.5 0.00200 0.0003 0.010 0.30 0.40 84.26 2.5 0.0010
Ciruelos 2.5 0.02250 0.0250 0.028 0.25 8.69 45.86 2.7 0.0020
Leficahue 2.5 0.00020 0.0060 0.028 0.30 8.84 62.36 2.5 0.0025
Bueno 2.5 0.00002 0.0150 0.030 0.30 10.1 34.60 2.5 0.0070
Rahue 2.5 0.00020 0.0350 0.031 0.23 24.8 81.95 2.5 0.0010
Forrahue 2.5 0.00225 0.0015 0.028 0.28 5.25 39.75 4.2 0.0060
Cancura 5.0 1 � 10� 9 0.1800 0.010 0.20 85.0 133.0 2.0 0.0740

Table 4. Cumulative distribution functions used in this study.

Distribution Cumulative distribution function Parameter

Normal
F xð Þ ¼

ffiffiffiffiffi
2π
p� �� 1

ò
z

0
e� t

2=2dt x� μ
σ

� � μ: Location parameter 
σ: Scale parameter

Lognormal
F xð Þ ¼

ffiffiffiffiffi
2π
p� �� 1

ò
z

0
e� t

2=2dt ln x� γð Þ� μ
σ

� � γ: Location parameter 
μ: Scale parameter  
σ: Shape parameter

Weibull F xð Þ ¼ 1 � exp � x� γ
β

� �αh i
γ: Location parameter 
β: Scale parameter  
α: Shape parameter

Gamma F xð Þ ¼
Γ x� γð Þ=βð Þ αð Þ

Γ αð Þ Γz: Incomplete gamma function γ: Location parameter 
β: Scale parameter  
α: Shape parameter

Gumbel F xð Þ ¼ 1
β exp � x� μ

β � e�
x� μ
β

h i
μ: Location parameter 
β : Scale parameter

Cauchy F xð Þ ¼ 1
2þ

1
π tan� 1 x� μ

σ

� �
μ: Location parameter 
σ: Scale parameter
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values of the dependent variable, , θ̂n;k

� �
is the log-likelihood of 

θ and ,n;i θ̂�1
n

� �
is the log-likelihood corresponding to the model. 

Additionally, a graphic analysis of the data series and fitting 
curves was performed to complement the information gained 
from the goodness-of-fit test and criteria.

2.7 Return period of equilibrium scour depth

The return period of a given scour depth was determined from 
the selected probability distribution function, as the inverse of 
the exceedance probability.

2.8 Contribution of local scour to bridge collapse risk

The contribution of local scour to bridge collapse risk was 
computed through the hydrological risk R that a flood with 
a return period equal to T is exceeded during the design life, Lt , 
of the bridge: 

R ¼ 1 � 1 � 1=Tð Þ
Lt (13) 

In the present study, a service life of 60 years was adopted for 
the study bridges.

3 Results

3.1 Time-dependent local scour depth at bridge piers

Figure 5 shows the computed time-dependent local scour 
depth for the study bridges according to parameters in Table 3.

The resulting scour is highly dynamic in time, with impor
tant variations during the study period (1970–2016). Seven out 
of 10 cases (a, b, c, e, g, i, and j) presented sediment deposition 
that was able to reverse scour to zero several times, while cases 
d, f, and h presented scour depth higher than zero during the 
whole period. In all cases, the number of local maxima was 
higher than the number of years under analysis. It is worth 
noting that some sites exhibited similar scour maxima (e.g. 
cases a, e, h, and j) while others exhibited maxima with 
notably different magnitudes (e.g. cases b and g).

3.2 Extreme scour depths series

Table 6 shows the efficiency for selection of series of extreme 
maximum scour depths at study bridges for different return 
periods.

In terms of efficiency, E > 1 in 24 of 40 cases; E = 1 in seven 
cases, and E < 1 in nine cases. Consequently, the POT series 
were in general equal to or better (24 + 7 = 31 out 40) than the 
AMAX series for frequency analysis of maximum local scour 
depths, and are thus selected for the frequency analysis.

3.3 Extreme local scour depth distribution

Table 7 shows the goodness-of-fit statistics and fit criteria of 
the distributions fitted to the POT series for the study bridges. 
Graphs with the probability density, histogram, cumulative 
distribution, and P-P plots are included in the 
Supplementary material.

All candidate PDFs presented acceptable goodness-of-fit 
statistics. According to the statistical tests and criteria, there 
is no single PDF that performs best in all study bridges. Thus, 
the sensitivity of the extreme values to the return period was 
analysed as an additional criterion for PDF selection. Table 8 
shows the local scour depth computed with the different dis
tributions. Scour depths computed with Weibull, normal, log
normal, gamma and Gumbel distributions presented very low 
or no sensitivity to the return period, which is not realistic. In 
contrast, the Cauchy distribution computed realistic variations 
of scour magnitudes with the return period. Thus, it was 
selected as the best distribution representing extreme local 
scour depths at bridges.

3.4 Return period of equilibrium scour depth

Table 9 shows the equilibrium scour and corresponding return 
period computed from the Cauchy probability distribution 
function. The return period of the equilibrium local scour 
was more than 100 years in six out of 10 study bridges, and 
less than 100 years in four of the study bridges. It presented 
important variability among the study bridges, ranging 
between 25 and 570 years, which evidences the lack of a con
sistent criterion for the determination of design scour depth in 
current design methods. Conversely, scour depth with a 100- 
year return period resulted in 22 to 202% of the equilibrium 
scour depth currently used in design.

3.5 Return period and risk of bridge failure due to 
exceedance of design local scour depth

Table 10 shows the computed local scour depth for different 
return periods and risk levels at the study bridges. The magni
tude of local scour depth at bridge piers corresponding to 
a given return period present a great variation among the 
study sites.

4 Discussion

Current standards in hydraulic bridge design consider a design 
scour depth that corresponds to the equilibrium scour. In practice, 
equilibrium scour is computed for the worst-case scenario given 
by an extreme flood, assuming that its duration is longer than that 
needed to develop and achieve equilibrium scour. An important 
shortcoming of this design approach is that magnitudes of result
ing design scour are not associated to an exceedance probability or 

Table 5. Goodness of fit statistics.

Statistics General equation

r2 Pn
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ŷi � �yð Þ

2

Pn
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Figure 5. Computed time-dependent local scour depth at bridges (a) Ñuble, (b) Biobío, (c) Renaico, (d) Donguil, (e) Ciruelos, (f) Leficahue, (g) Bueno, (h) Rahue, (i) 
Forrahue, and (j) Cancura. The solid line is the equilibrium scour depth corresponding to c1.
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Table 6. Efficiency for selection of series of extreme maximum scour depths.

T Ñuble Biobío Renaico Donguil Ciruelos Leficahue Bueno Rahue Forrahue Cancura

25 1.19 1.22 0.94 1.0 0.73 1.04 0.91 1.00 1.16 1.22
50 1.22 1.22 0.94 1.0 0.74 1.04 1.00 1.01 1.16 1.23
100 1.26 1.22 0.93 1.0 0.75 1.04 1.00 1.02 1.16 1.24
200 1.29 1.22 0.93 1.0 0.76 1.03 1.03 1.03 1.17 1.25

Table 7. Goodness-of-fit statistics of the distributions fitted to the POT series for the study bridges.

Bridge Distribution

Goodness-of-fit statistic Goodness-of-fit criteria

r2KS χ2 AD AIC BIC

Ñuble Cauchy 0.15 1.61 1.17 −20.32 −17.21 0.66
Weibull 0.11 0.83 0.57 −41.08 −37.97 0.95
Normal 0.14 6.45 0.62 −41.69 −38.58 0.97
Lognormal 0.16 3.82 0.66 −41.60 −38.49 0.96
Gamma 0.16 5.44 0.64 −41.78 −38.67 0.97
Gumbel 0.17 3.83 0.73 −40.10 −36.99 0.93

Biobío Cauchy 0.19 3.91 1.99 −166.76 −163.48 0.67
Weibull 0.17 2.89 1.73 −168.57 −165.29 0.83
Normal 0.17 3.14 1.13 −178.50 −175.22 0.92
Lognormal 0.16 3.36 1.01 −180.03 −176.76 0.94
Gamma 0.16 3.19 1.05 −179.54 −176.27 0.93
Gumbel 0.12 0.55 0.54 −186.56 −183.28 0.98

Renaico Cauchy 0.16 1.1 1.08 61.62 64.94 0.64
Weibull 0.13 3.66 0.57 39.69 43.01 0.97
Normal 0.14 2.9 0.65 40.78 44.11 0.96
Lognormal 0.13 4.41 0.75 38.58 41.91 0.97
Gamma 0.14 5.32 0.66 38.40 41.73 0.97
Gumbel 0.13 7.38 0.77 39.20 42.53 0.96

Donguil Cauchy 0.16 1.72 1 −74.75 −71.75 0.71
Weibull 0.14 1.84 1.01 −83.15 −80.15 0.88
Normal 0.12 1.98 0.56 −90.08 −87.09 0.96
Lognormal 0.12 2.3 0.51 −90.73 −87.74 0.96
Gamma 0.12 2.06 0.53 −90.52 −87.53 0.96
Gumbel 0.11 1.96 0.37 −93.39 −90.40 0.98

Ciruelos Cauchy 0.14 0.19 0.55 −19.15 −15.58 0.8
Weibull 0.18 2.75 1.56 −43.94 −40.37 0.82
Normal 0.14 1.09 0.58 −43.51 −39.94 0.91
Lognormal 0.13 1.6 0.46 −42.81 −39.24 0.93
Gamma 0.13 0.85 0.49 −43.09 −39.52 0.92
Gumbel 0.09 0.04 0.23 −37.56 −33.99 0.97

Leficahue Cauchy 0.15 3.09 1.05 −119.86 −116.75 0.78
Weibull 0.23 3.61 3.02 −101.60 −98.49 0.72
Normal 0.14 1.86 1.05 −122.61 −119.50 0.82
Lognormal 0.13 1.81 0.93 −124.58 −121.47 0.83
Gamma 0.14 1.48 0.97 −123.94 −120.83 0.83
Gumbel 0.12 0.43 0.43 −135.82 −132.71 0.91

Río Bueno Cauchy 0.12 0.44 0.68 44.21 47.32 0.73
Weibull 0.08 2.18 0.23 28.24 31.35 0.99
Normal 0.1 2.61 0.34 29.41 32.52 0.98
Lognormal 0.13 3.97 0.53 31.38 34.49 0.96
Gamma 0.12 4.06 0.45 30.55 33.66 0.97
Gumbel 0.16 5.84 0.84 35.80 38.91 0.91

Rahue Cauchy 0.12 6.61 1.1 −64.44 −60.97 0.79
Weibull 0.09 0.84 0.47 −76.55 −73.08 0.97
Normal 0.1 4.02 0.31 −80.50 −77.03 0.98
Lognormal 0.11 5.15 0.36 −80.22 −76.74 0.98
Gamma 0.1 3.46 0.34 −80.35 −76.88 0.98
Gumbel 0.13 7.33 0.85 −74.32 −70.85 0.94

Forrahue Cauchy 0.19 1.95 1.65 −104.62 −101.68 0.65
Weibull 0.19 2.81 1.87 −105.07 −102.13 0.81
Normal 0.17 2.47 1.34 −113.15 −110.22 0.9
Lognormal 0.17 2.62 1.22 −114.38 −111.45 0.91
Gamma 0.17 2.52 1.26 −113.99 −111.06 0.91
Gumbel 0.13 1.65 0.7 −120.56 −117.63 0.95

Cancura Cauchy 0.17 3.34 1.47 −126.58 −123.47 0.67
Weibull 0.14 4.35 0.96 −145.42 −142.30 0.9
Normal 0.15 5.15 1.05 −148.33 −145.22 0.94
Lognormal 0.14 5.66 1.06 −149.19 −146.08 0.94
Gamma 0.15 5.35 1.06 −149.01 −145.90 0.94
Gumbel 0.15 12.88 1.11 −149.21 −146.10 0.93
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to a return period. Consequently, risk of failure due to scour 
cannot be calculated. Probabilistic scour estimations through 
uncertainty analysis were proposed in the past (e.g. Johnson and 
Ayyub 1992, Johnson and Dock 1998, Bolduc et al. 2008). The 
developed probabilistic models for the final scour depth were used 
to assess the probability that a specified threshold depth is 
exceeded at a bridge pier for given hydrological variables consid
ering model, hydraulic, and/or parameter uncertainties. In such 

models huge uncertainties need to be assumed and applications to 
specific cases show that the results exaggerate the exceedance 
probabilities. For example, Khalid et al. (2019) and Contreras- 
Jara et al. (2021) obtained a probability of 0.5 for the occurrence of 
design scour under design conditions – or, in other words, after 
a design flood 50% of the bridges would exhibit design scour while 
50% would not. Recognizing that uncertainty is inherent to scour 
modelling, it seems obvious that progress in scour research allows 

Table 8. Local scour depth for return periods of 25, 50, 100 and 200 years computed with the different distributions.

Bridge Distribution

Zs mð Þ

T = 25 T = 50 T = 100 T = 200

Ñuble Cauchy 1.60 2.40 4.00 7.11
Weibull 1.05 1.08 1.10 1.12
Normal 1.07 1.11 1.14 1.17
Lognormal 1.09 1.14 1.19 1.24
Gamma 1.08 1.13 1.17 1.21
Gumbel 1.15 1.22 1.30 1.38

Biobío Cauchy 0.50 0.60 0.79 1.17
Weibull 0.46 0.46 0.47 0.47
Normal 0.46 0.46 0.47 0.47
Lognormal 0.46 0.46 0.47 0.48
Gamma 0.46 0.46 0.47 0.48
Gumbel 0.46 0.47 0.48 0.49

Renaico Cauchy 3.34 5.56 9.98 18.82
Weibull 1.86 1.97 2.07 2.16
Normal 1.85 1.96 2.07 2.17
Lognormal 2.01 2.23 2.44 2.66
Gamma 1.93 2.10 2.26 2.42
Gumbel 2.02 2.25 2.48 2.70

Donguil Cauchy 1.78 2.09 2.77 3.99
Weibull 1.58 1.60 1.61 1.62
Normal 1.58 1.60 1.62 1.63
Lognormal 1.59 1.60 1.62 1.64
Gamma 1.59 1.60 1.62 1.64
Gumbel 1.61 1.64 1.67 1.70

Ciruelos Cauchy 5.47 6.53 8.67 12.93
Weibull 4.96 5.02 5.08 5.13
Normal 4.90 4.98 5.05 5.12
Lognormal 4.91 4.99 5.07 5.14
Gamma 4.91 4.99 5.06 5.13
Gumbel 4.96 5.10 5.23 5.37

Leficahue Cauchy 1.36 1.53 1.86 2.53
Weibull 1.29 1.30 1.31 1.32
Normal 1.27 1.28 1.29 1.30
Lognormal 1.27 1.28 1.30 1.31
Gamma 1.27 1.28 1.30 1.31
Gumbel 1.27 1.29 1.31 1.33

Río Bueno Cauchy 4.28 5.98 9.37 16.14
Weibull 3.09 3.16 3.22 3.27
Normal 3.16 3.26 3.36 3.44
Lognormal 3.23 3.37 3.51 3.63
Gamma 3.20 3.33 3.45 3.56
Gumbel 3.47 3.72 3.96 4.20

Rahue Cauchy 1.99 2.42 3.30 5.01
Weibull 1.69 1.71 1.72 1.74
Normal 1.70 1.73 1.75 1.77
Lognormal 1.71 1.74 1.76 1.79
Gamma 1.70 1.73 1.76 1.78
Gumbel 1.78 1.84 1.90 1.96

Forrahue Cauchy 0.94 1.10 1.40 2.08
Weibull 0.86 0.87 0.88 0.88
Normal 0.86 0.87 0.88 0.89
Lognormal 0.86 0.87 0.88 0.90
Gamma 0.86 0.87 0.88 0.89
Gumbel 0.86 0.88 0.90 0.92

Cancura Cauchy 0.40 0.57 0.90 1.62
Weibull 0.27 0.28 0.28 0.29
Normal 0.27 0.28 0.29 0.29
Lognormal 0.27 0.28 0.29 0.30
Gamma 0.27 0.28 0.29 0.30
Gumbel 0.28 0.30 0.32 0.33
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more certainty than flipping a coin. In this paper, a possible way 
forward based on frequency analysis of extreme values was pro
posed and shown to work well in 10 study bridges.

The obtained time-dependent scour (Fig. 5) was very sensitive 
to the involved case-specific model parameters (Table 3), pre
senting noticeable differences among the study bridges. The 
scour-deposition model adequately differentiated between the 
study cases and produced realistic scour. Alternative methods 
for the time-dependent scour, such as those by Zanke (1982) or 
Dey (1999), could also be applied. In the proposed method, 
constant c1 was evaluated with the scour equation by Sheppard 
et al. (2014), which is conservative as it neglects the possible 
effects of armouring. Different scour equations could be used as 
an alternative to Sheppard et al. (2014) for estimation of c1, such 
as those proposed by Jain and Fischer (1979, 1980) for bridges in 
supercritical flows, or Qi et al. (2016) for Chinese rivers. The 
proposed model was previously validated for several flow condi
tions by Link et al. (2017, 2020), and the software ScourApp was 
recently published as part of a sensitivity analysis of the model 
parameters by Pizarro et al. (2022). As the computation of scour 
under clear water and live bed conditions is a difficult task, more 
field and laboratory evidence is needed for validation and ver
ification of the model. However, the proposed method represents 
a significant improvement in the calculation of design scour, as it 
links it with occurrence probabilities.

The resulting time-dependent scour presented important 
variations during the study period. In some cases scour maxima 
were similar, while in other cases they exhibited maxima with 
notably different magnitudes. Series of extreme scour depths 
were computed with the annual maxima (AMAX) and partial 
duration series considering peaks over a threshold (POT). 
According to the efficiency values, POT series exhibited smaller 
variances of local scour depth corresponding to a return period 

of T years than AMAX series, and thus POT was preferred for 
frequency analysis. Similarly to the flood frequency analysis, the 
use of each type of series for scour analysis presents advantages 
and disadvantages, as analysed by Zadeh et al. (2019).

Extreme maximum scour depths followed a Cauchy distri
bution, which has been previously used in many applications, 
such as mechanical and electrical theory, physical anthropol
ogy, measurement problems, and risk and financial analysis 
(Alzaatreh et al. 2016). It is different to other distributions 
commonly used for frequency analysis of extreme values, 
because it does not have finite moments of order greater than 
one. It is recognized as a heavy-tailed distribution. The Cauchy 
distribution was the only distribution able to compute realistic 
scour depths for high return periods, providing for the first 
time scour estimations associated with exceedance probabil
ities obtained from frequency analysis of extreme values.

The proposed methodology for the estimation of local scour 
depth at piers can be easily applied for other scour processes 
involved in bridge design, such as the general scour, contrac
tion scour, and abutment scour. The new design philosophy 
involved considers scour as a stochastic process, and design 
scour is determined for a given return period. In this way, 
bridge design can be associated with probability of occurrence, 
and with risk. At the same time, the method can be applied to 
inform monitoring and maintenance, improving bridges’ 
safety.

5 Conclusions

A method that computes the design local scour depth based on 
its probability of occurrence was proposed, introducing 
a probabilistic approach in bridge design for enhanced infra
structure risk management. The time evolution of local scour 
depth at bridge piers was computed considering refilling of the 
scour hole due to sediment deposition during flood recessions, 
and a proper frequency analysis of extreme maximum scour 
depth series was performed.

POT series were better suited than AMAX series of max
imum scour depths for frequency analysis, and extreme scour 
depths at bridge piers followed a Cauchy distribution. Scour 
depths with a 100-year return period resulted in 22 to 202% of 
the equilibrium scour depth currently used in design.

Additional research is needed to provide more experimen
tal and field evidence for further model validation. In this 

Table 9. Return period of equilibrium scour depth of the distribution Cauchy.

Study site Zeq mð Þ Z�eq T yearsð Þ

Ñuble 5.0 0.0800 133
Biobío 0.5 0.0100 25
Renaico 5.0 0.0120 43
Donguil 2.3 0.0003 65
Ciruelos 10.5 0.0250 140
Leficahue 2.1 0.0060 133
Río Bueno 4.6 0.0150 30
Rahue 4.4 0.0350 168
Forrahue 2.5 0.0015 270
Cancura 4.2 0.1800 570

Table 10. Dimensional and dimensionless local scour depth for different return periods.

Bridge

T 25 yearsð Þ T 50 yearsð Þ T 100 yearsð Þ T 200 yearsð Þ

R ¼ 90% R ¼ 70% R ¼ 50% R ¼ 26%

Zs mð Þ Z� Zs mð Þ Z� Zs mð Þ Z� Zs mð Þ Z�

Ñuble 1.63 0.0261 2.41 0.0386 3.98 0.0637 7.11 0.1138
Biobío 0.50 0.0103 0.60 0.0123 0.79 0.0162 1.17 0.0240
Renaico 3.34 0.0079 5.56 0.0132 9.98 0.0237 18.82 0.0448
Donguil 1.78 0.0002 2.09 0.0003 2.77 0.0004 3.99 0.0005
Ciruelos 5.47 0.0130 6.53 0.0156 8.67 0.0207 12.93 0.0308
Leficahue 1.36 0.0038 1.53 0.0043 1.86 0.0053 2.53 0.0072
Río Bueno 4.28 0.0138 5.98 0.0193 9.37 0.0303 16.14 0.0522
Rahue 1.99 0.0158 2.42 0.0192 3.28 0.0261 5.01 0.0397
Forrahue 0.94 0.0006 1.10 0.0007 1.42 0.0008 2.08 0.0012
Cancura 0.40 0.0168 0.57 0.0243 0.92 0.0392 1.62 0.0689

HYDROLOGICAL SCIENCES JOURNAL 2039



context, the field measurement of scour during floods is espe
cially challenging.
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